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Working Group on Network and System (WG NS)

QUESTIONNAIRES ON REQUIREMENT 
OF FUTURE TRANSPORT NETWORK TECHNOLOGIES


This document contains two questionnaires to compile situations and requirements of APT members for future transport network technologies and originally made at ASATAP-27. This revised document includes changes in the Rapporteur of the Questionnaire and some contents. The result will be used to create an APT report that will be beneficial for APT members.
The due date for your response is on August 1, 2017.  






QUESTIONNAIRE ON REQUIREMENT OF FUTURE TRANSPORT TECHNOLOGIES FOR SDN&NFV

Section 1: Elementary Part


1. Introduction:

Transport networks are expected to have more capacity, flexibility, reliability and functionality as well as further cost reduction to accommodate rapidly growing network services including IoT and 5G mobile. Software Defined Networking (SDN) and Network Function Virtualization (NFV) are promising technologies which have possibility to add flexibility, reliability and functionality through their programmability of transport networks. SDN can also be applied to wide area optical transport network as “Transport SDN” to add flexibility and programmability by cooperating with controls of other layer networks (e.g., data center networks, IP networks). Transport SDN is promising technologies for network operators to reduce CAPEX/OPEX and time-to-market by combining other layer SDN and NFV.
Therefore, architecture and interface of Transport SDN to achieve cooperation among various systems are actively discussed in many standards development organizations (SDOs) (e.g., ITU-T SG15, Open Networking Foundation, IETF). However, currently the discussions of the SDOs are based on only their use cases and requirements and does not seem to reflect those of APT operators, and it is not sure the output specifications of the SDOs can fit to APT operators.
Additional information and a structure of the APT report are also attached in Annex of this document.

2. Objective of the Questionnaire:

In order to input and match the requirements of APT operators to the SDOs, APT operators should make common requirements as an APT report. At least, the requirements of Transport SDN should solve current issues of APT operators mainly related to operation and control.
It is essential in developing APT report to collect information about transport networks from as many APT member countries as possible and it is requested that the governments could encourage the telecom carries to reply to the questionnaire.
This questionnaire is to collect information for making the common requirements and the APT report according to current operator issues.

3. Responsible Group:

FN/NGN EG

4. Rapporteur of the Questionnaire:

Name: Makoto Murakami
Email: murakami.makoto@lab.ntt.co.jp
Name: Kaoru Arai
Email: arai.kaoru@lab.ntt.co.jp
Organization and country: NTT, JAPAN



5. Meeting at which the Questionnaire was approved:
ASTAP-28 

6. Target Responder:

[bookmark: _GoBack]All the telecom carriers in APT member countries are the target responders. To ensure the collection of responses to this questionnaire, it is appreciated if the questionnaire is formally addressed to the government of each APT member country, and the government ask for replies from the telecom carriers and then compile and send a reply to the APT secretariat. This is because most attendees in ASTAP are normally from the government or the regulatory and most telecom carriers are possibly not well aware of ASTAP activities. 

7. Deadline for Responses:  August 1, 2017



Section 2: Questionnaire Part

2-1. List of questions

	No
	Question

	1. 
	1-1. Do you want to reduce time and workload of fault localization?


	2. 
	1-2. What is the environment of this issue? 
(If answer is "A little" and more and if possible.)


	3. 
	(If you have another environment, please copy the above and reply.)


	4. 
	2-1. Do you want to reduce time and workload of fault recovery? 


	5. 
	2-2. What is the environment of this issue?
(If answer is "A little" and more and if possible.)


	6. 
	(If you have another environment, please copy the above and reply.)


	7. 
	Is the reason why you need much time and workload to localize/recover the fault due to “Silent failure” or “Intermittent failure”? 
(If you are interested in Q1 or Q2.)


	8. 
	4-1. Do you want to reduce human errors? 


	9. 
	4-2. What is the environment of this issue?
(If answer is "A little" and more and if possible.)


	10. 
	(If you have another environment, please copy the above and reply.)


	11. 
	5-1. Do you want to reduce time and workload of provisioning?


	12. 
	5-2. What is the environment of this issue?
(If answer is "A little" and more and if possible.)


	13. 
	(If you have another environment, please copy the above and reply.)


	14. 
	6-1. Do you want to reduce recovery time and on-site maintenance time by using flexible and automatic recovery methods (e.g., restoration) which can handle even multiple failures?


	15. 
	6-2. What is the environment of this issue?
(If answer is "A little" and more and if possible.)


	16. 
	(If you have another environment, please copy the above and reply.)




	17. 
	7-1. Do you want to reduce backup resources (e.g., No. of transport equipment, components and fibers) by sharing backup resources among some active communications (connections/paths) using flexible and automatic recovery methods (e.g., 1:N protection, restoration)?


	18. 
	7-2. What is the environment of this issue?
(If answer is "A little" and more and if possible.)


	19. 
	(If you have another environment, please copy the above and reply.)


	20. 
	8-1. Do you want to reduce necessary resources (e.g., No. of transport equipment, components and fibers) by using traffic optimization which can handle traffic fluctuation?


	21. 
	8-2. What is the environment of this issue?
(If answer is "A little" and more and if possible.)


	22. 
	(If you have another environment, please copy the above and reply.)


	23. 
	9-1. Do you want to reduce time, cost and workload to deploy new network services? 


	24. 
	9-2. What is the environment of this issue?
 (If answer is "A little" and more and if possible.)


	25. 
	(If you have another environment, please copy the above and reply.)


	26. 
	Other issues.
 (If you have.)


	27. 
	Which are your most three important issues?






2-2. Answer sheet

	No
	Question
	Answer

	1. 
	1-1. Do you want to reduce time and workload of fault localization?

*Currently faults, which need much time and workload to localize them, occur frequently enough to impact on your operation.
	[Please choose 1.]
|_| Very much
|_| Quite a lot
|_| A little
|_| Not at all

	2. 
	1-2. What is the environment of this issue?
(If answer is "A little" and more and if possible.)
	1-2-1. Network area [Please choose 1.]
|_| Metro/Aggregation network
|_| Core backbone network
|_| Others [Please list them out]
______________________________

	3. 
	
	1-2-2. Layer [Please choose 1.]
|_| Multi-layer
|_| Single-layer

	4. 
	
	1-2-3. Technology of each layer [Please choose all which apply to you.]
|_| IP/MPLS
|_| Ethernet
|_| MPLS-TP
|_| OTN
|_| SDH
|_| Others [Please list them out]
______________________________

	5. 
	
	1-2-4. Vendor [Please choose 1]
|_| Multi-vendor
|_| Single-vendor

	6. 
	
	1-2-5. Service [Please choose all which apply to you.]
|_| Fixed line (e.g., Telephone, Internet access, Video-streaming)
|_| Mobile
|_| Enterprise
|_| Inter data center
|_| Others [Please list them out]
______________________________

	7. 
	(If you have another environment, please copy the above and reply.)
	

	8. 
	2-1. Do you want to reduce time and workload of fault recovery? 

*Currently faults, which need much time and workload of maintenance and operation to recover, occur frequently enough to impact on your operation.
	[Please choose 1.]
|_| Very much
|_| Quite a lot
|_| A little
|_| Not at all

	9. 
	2-2. What is the environment of this issue?
(If answer is "A little" and more and if possible.)
	2-2-1. Network area [Please choose 1.]
|_| Metro/Aggregation network
|_| Core backbone network
|_| Others [Please list them out]
______________________________

	10. 
	
	2-2-2. Layer [Please choose 1.]
|_| Multi-layer
|_| Single-layer

	11. 
	
	2-2-3. Technology of each layer [Please choose all which apply to you.]
|_| IP/MPLS
|_| Ethernet
|_| MPLS-TP
|_| OTN
|_| SDH
|_| Others [Please list them out]
______________________________

	12. 
	
	2-2-4. Vendor [Please choose 1]
|_| Multi-vendor
|_| Single-vendor

	13. 
	
	2-2-5. Service [Please choose all which apply to you.]
|_| Fixed line (e.g., Telephone, Internet access, Video-streaming)
|_| Mobile
|_| Enterprise
|_| Inter data center
|_| Others [Please list them out]
______________________________

	14. 
	(If you have another environment, please copy the above and reply.)
	

	15. 
	Is the reason why you need much time and workload to localize/recover the fault due to “Silent failure” or “Intermittent failure”? 
(If you are interested in Q1 or Q2.)

*Silent failure: Failure with no alarm.
*Intermittent failure: Failure that cannot be consistently reproduced in the same conditions. It works sometimes, fails at other times.
	[Please choose 1.]
|_| Silent failure
|_| Intermittent failure
|_| Both
|_| Not sure

	16. 
	4-1. Do you want to reduce human errors? 

*Currently faults caused by configuration miss occur frequently enough to impact on your operation.
	[Please choose 1.]
|_| Very much
|_| Quite a lot
|_| A little
|_| Not at all

	17. 
	4-2. What is the environment of this issue?
(If answer is "A little" and more and if possible.)
	4-2-1. Network area [Please choose 1.]
|_| Metro/Aggregation network
|_| Core backbone network
|_| Others [Please list them out]
______________________________

	18. 
	
	4-2-2. Layer [Please choose 1.]
|_| Multi-layer
|_| Single-layer

	19. 
	
	4-2-3. Technology of each layer [Please choose all which apply to you.]
|_| IP/MPLS
|_| Ethernet
|_| MPLS-TP
|_| OTN
|_| SDH
|_| Others [Please list them out]
______________________________

	20. 
	
	4-2-4. Vendor [Please choose 1]
|_| Multi-vendor
|_| Single-vendor

	21. 
	
	4-2-5. Service [Please choose all which apply to you.]
|_| Fixed line (e.g., Telephone, Internet access, Video-streaming)
|_| Mobile
|_| Enterprise
|_| Inter data center
|_| Others [Please list them out]
______________________________

	22. 
	(If you have another environment, please copy the above and reply.)
	

	5. 
	5-1. Do you want to reduce time and workload of provisioning?

*Currently you need much time to set new connection for new users.
	[Please choose 1.]
|_| Very much
|_| Quite a lot
|_| A little
|_| Not at all

	6. 
	5-2. What is the environment of this issue?
(If answer is "A little" and more and if possible.)
	5-2-1. Network area [Please choose 1.]
|_| Metro/Aggregation network
|_| Core backbone network
|_| Others [Please list them out]
______________________________

	7. 
	
	5-2-2. Layer [Please choose 1.]
|_| Multi-layer
|_| Single-layer

	8. 
	
	5-2-3. Technology of each layer [Please choose all which apply to you.]
|_| IP/MPLS
|_| Ethernet
|_| MPLS-TP
|_| OTN
|_| SDH
|_| Others [Please list them out]
______________________________

	9. 
	
	5-2-4. Vendor [Please choose 1]
|_| Multi-vendor
|_| Single-vendor

	10. 
	
	5-2-5. Service [Please choose all which apply to you.]
|_| Fixed line (e.g., Telephone, Internet access, Video-streaming)
|_| Mobile
|_| Enterprise
|_| Inter data center
|_| Others [Please list them out]
______________________________

	11. 
	(If you have another environment, please copy the above and reply.)


	

	12. 
	6-1. Do you want to reduce recovery time and on-site maintenance time by using flexible and automatic recovery methods (e.g., restoration) which can handle even multiple failures?

*Currently faults occur frequently and 1+1/1:1 protection cannot enough to recover them (e.g., because of frequent fiber cut).
*Restoration:  Calculates and sets backup path after failure occur.
*1+1 protection: Calculates and sets backup path in advance.
*1:1 protection: Calculates backup path in advance and sets backup path after failure occur.
	[Please choose 1.]
|_| Very much
|_| Quite a lot
|_| A little
|_| Not at all

	13. 
	6-2. What is the environment of this issue?
(If answer is "A little" and more and if possible.)
	6-2-1. Network area [Please choose 1.]
|_| Metro/Aggregation network
|_| Core backbone network
|_| Others [Please list them out]
______________________________

	14. 
	
	6-2-2. Layer [Please choose 1.]
|_| Multi-layer
|_| Single-layer

	15. 
	
	6-2-3. Technology of each layer [Please choose all which apply to you.]
|_| IP/MPLS
|_| Ethernet
|_| MPLS-TP
|_| OTN
|_| SDH
|_| Others [Please list them out]
______________________________

	16. 
	
	6-2-4. Vendor [Please choose 1]
|_| Multi-vendor
|_| Single-vendor

	17. 
	
	6-2-5. Service [Please choose all which apply to you.]
|_| Fixed line (e.g., Telephone, Internet access, Video-streaming)
|_| Mobile
|_| Enterprise
|_| Inter data center
|_| Others [Please list them out]
______________________________

	18. 
	(If you have another environment, please copy the above and reply.)
	

	19. 
	7-1. Do you want to reduce backup resources (e.g., No. of transport equipment, components and fibers) by sharing backup resources among some active communications (connections/paths) using flexible and automatic recovery methods (e.g., 1:N protection, restoration)?

*Currently faults occur so frequently that you need many backup resources if you use 1+1/1:1 protection.
*1:N protection:  Shares backup resources with N active paths.
	[Please choose 1.]
|_| Very much
|_| Quite a lot
|_| A little
|_| Not at all

	20. 
	7-2. What is the environment of this issue?
(If answer is "A little" and more and if possible.)
	7-2-1. Network area [Please choose 1.]
|_| Metro/Aggregation network
|_| Core backbone network
|_| Others [Please list them out]
______________________________

	21. 
	
	7-2-2. Layer [Please choose 1.]
|_| Multi-layer
|_| Single-layer

	22. 
	
	7-2-3. Technology of each layer [Please choose all which apply to you.]
|_| IP/MPLS
|_| Ethernet
|_| MPLS-TP
|_| OTN
|_| SDH
|_| Others [Please list them out]
______________________________

	23. 
	
	7-2-4. Vendor [Please choose 1.]
|_| Multi-vendor
|_| Single-vendor

	24. 
	
	7-2-5. Service [Please choose all which apply to you.]
|_| Fixed line (e.g., Telephone, Internet access, Video-streaming)
|_| Mobile
|_| Enterprise
|_| Inter data center
|_| Others [Please list them out]
______________________________

	25. 
	(If you have another environment, please copy the above and reply.)
	

	26. 
	8-1. Do you want to reduce necessary resources (e.g., No. of transport equipment, components and fibers) by using traffic optimization which can handle traffic fluctuation?

*Currently you need to prepare many resources which would not used immediately in advance for future traffic increase.
	[Please choose 1.]
|_| Very much
|_| Quite a lot
|_| A little
|_| Not at all

	27. 
	8-2. What is the environment of this issue?
(If answer is "A little" and more and if possible.)

	8-2-1. Network area [Please choose 1.]
|_| Metro/Aggregation network
|_| Core backbone network
|_| Others [Please list them out]
______________________________

	28. 
	
	8-2-2. Layer [Please choose 1.]
|_| Multi-layer
|_| Single-layer

	29. 
	
	8-2-3. Technology of each layer [Please choose all which apply to you.]
|_| IP/MPLS
|_| Ethernet
|_| MPLS-TP
|_| OTN
|_| SDH
|_| Others [Please list them out]
______________________________

	30. 
	
	8-2-4. Vendor [Please choose 1.]
|_| Multi-vendor
|_| Single-vendor

	31. 
	
	8-2-5. Service [Please choose all which apply to you.]
|_| Fixed line (e.g., Telephone, Internet access, Video-streaming)
|_| Mobile
|_| Enterprise
|_| Inter data center
|_| Others [Please list them out]
______________________________

	32. 
	(If you have another environment, please copy the above and reply.)
	

	33. 
	9-1. Do you want to reduce time, cost and workload to deploy new network services? 

*Currently you need much time, cost and workload to design network architecture, develop/test/deploy new equipment for new network services.
	[Please choose 1.]
|_| Very much
|_| Quite a lot
|_| A little
|_| Not at all

	34. 
	9-2. What is the environment of this issue?
(If answer is "A little" and more and if possible.)

	9-2-1. Network area [Please choose 1.]
|_| Metro/Aggregation network
|_| Core backbone network
|_| Others [Please list them out]
______________________________

	35. 
	
	9-2-2. Layer [Please choose 1.]
|_| Multi-layer
|_| Single-layer

	36. 
	
	9-2-3. Technology of each layer [Please choose all which apply to you.]
|_| IP/MPLS
|_| Ethernet
|_| MPLS-TP
|_| OTN
|_| SDH
|_| Others [Please list them out]
______________________________

	37. 
	
	9-2-4. Vendor [Please choose 1.]
|_| Multi-vendor
|_| Single-vendor

	38. 
	
	9-2-5. Service [Please choose all which apply to you.]
|_| Fixed line (e.g., Telephone, Internet access, Video-streaming)
|_| Mobile
|_| Enterprise
|_| Inter data center
|_| Others [Please list them out]
______________________________

	39. 
	(If you have another environment, please copy the above and reply.)
	

	40. 
	Other issues.
(If you have.)
	______________________________
______________________________
______________________________
______________________________
______________________________
______________________________
______________________________

	41. 
	Which are your most three important issues?
	No.1: ______________________________
No.2: ______________________________
No.3: ______________________________




Annex : Additional  information





____________



THE QUESTIONNAIRE ON REQUIREMENTS OF FUTURE TRANSPORT NETWORK TECHNOLOGIES FOR PRECISION TIME AND FREQUENCY SYNCHRONIZATION

Section 1: Elementary Part

1. Introduction:
Synchronization technologies are widely used by telecommunications carriers around the world. Recently, in addition to requirements for frequency synchronization between network systems, the emergence in recent years of applications requiring time and phase synchronization with absolute time means that the areas in which synchronization technologies are applied are expanding. Time and phase synchronization technologies are anticipated for uses such as matching timing with electricity storage and supply in the smart grid, IoT/M2M, high frequency trading in the financial fields, cooperation applications between base stations for LTE-Advanced and 5G mobile technologies.
For the future, time/phase synchronization technologies will be deployed to achieve many network services and applications and become one of the essential technologies for Asian telecom operators as well. 

2. Objective of the Questionnaire:
If telecom operators deploy the high precision time synchronization technologies to the transport network, we must consider some requirements and specifications depending on the use case and various deployment conditions. 
Therefore, we would like to collect information and clarify the network synchronization requirements, actual deployment states and future plan in Asia telecom operator’s networks. And then, extracting the common requirements from each country’s information, we will make the APT report as the common specification and work on standardization activities for the future. 

3. Responsible Group:  EG FN/NGN

4. Rapporteur of the Questionnaire:
Kaoru Arai, NTT
Email: arai.kaoru@lab.ntt.co.jp

5. Meeting at which the Questionnaire was approved: ASTAP-27 

6. Target Responder:
APT Members/Associate Members/Affiliate Members
If possible, transport network and mobile departments of APT telecom operators.
 
7. Deadline for Responses:  30th June, 2016


Section 2: Questionnaire Part

Table of contents
	Question number
	Question

	1
	Current status and future plan

	2
	Use case of synchronization

	3
	Synchronization method

	4
	Problem of synchronization network operation





Question 1: Current status and future plan

	No
	Question
	Answer

	1-1
	Please list down your current deployment status of synchronization technologies
	|_| Frequency synchronization
|_| Time/phase synchronization
|_| None

	1-2
	Please list down your future deployment plan of synchronization technologies
	|_| Frequency synchronization
|_| Time/phase synchronization
|_| None





Question 2: Use case of synchronization


	Question
	Answer

	What do you interested in use case of synchronization technology?
Please mark the use cases that are interesting.

	|_| TDM based network service
       (e.g. PSTN, Leased line)
|_| 3G mobile technologies
|_| 4G-LTE mobile technologies
       (e.g. CoMP, eICIC and CA)
|_| 5G future mobile technologies
|_| Broadcast
|_| Financial service (e.g. HFT)
|_| Assisted car and self-driving car
|_| Smart grid and smart community
|_| Data center  application
|_| IoT/M2M (other than listed above)
|_| Others
______________________________
______________________________



CoMP: Coordinated Multi-Point
eICIC: enhanced Inter-Cell Interference Coordination
CA: Carrier Aggregation










Question 3: Synchronization method


	Question
	Answer

	Please mark your interesting synchronization methods. 
	|_| GNSS synchronization
|_| SONET/SDH
|_| Synchronous Ethernet (SyncE)
|_| Precision Time Protocol (PTP)
|_| Others
________________________





Question 4: Problem of synchronization network operation
What do you interested in problems regarding time synchronization network operation?
     Please mark the degree of importance for each problem. 

	Problems
	Answer

	Migration of existing synchronization network(e.g. changing from SONET/SDH and ATM networks to packet based network) 
	|_| Very important
|_| Quite important
|_| Not quite important
|_| Not very important

	Maintenance of existing systems because of getting older and EoL
	|_| Very important
|_| Quite important
|_| Not quite important
|_| Not very important

	Comparison and selection of synchronization methods(e.g. technical advantages of GNSS and network based technologies such as PTP and SyncE, and cost-effective comparison)
	|_| Very important
|_| Quite important
|_| Not quite important
|_| Not very important

	Deployment of synchronization systems (e.g. update and adding the synchronization function to existing systems)
	|_| Very important
|_| Quite important
|_| Not quite important
|_| Not very important

	OPEX and CAPEX for synchronization network
	|_| Very important
|_| Quite important
|_| Not quite important
|_| Not very important

	Survey of new services and requirements of synchronization
	|_| Very important
|_| Quite important
|_| Not quite important
|_| Not very important

	Configuration of synchronization network (e.g. construction of synchronization path over main signal or dedicated synchronization path, and redundancy)
	|_| Very important
|_| Quite important
|_| Not quite important
|_| Not very important

	Failure of synchronization systems and GNSS
	|_| Very important
|_| Quite important
|_| Not quite important
|_| Not very important

	Operation and management of synchronization network
	|_| Very important
|_| Quite important
|_| Not quite important
|_| Not very important

	Other  problems
	______________________________
______________________________
______________________________







Free description
Please describe freely your opinion regarding high precision synchronization.   
                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                

                                                                                                                                                                                                                                                                                                                                 




Annex A: Technical information
We attach the information document including the important factors and the consideration issues to configure high precision time synchronization network.




	Contact:
	Kaoru ARAI
NTT, JAPAN
	Email:
arai.kaoru@lab.ntt.co.jp

	Contact:
	Makoto MURAKAMI
NTT, JAPAN
	Email: 
murakami.makoto@lab.ntt.co.jp



ASTAP-28/OUT-20		Page 21 of 21
image3.emf
Synchronization


Synchronization


Copyright©2016 NTT corp. All Rights Reserved. 


 
REQUIREMENTS OF FUTURE TRANSPORT NETWORK TECHNOLOGIES 


FOR PRECISION TIME AND FREQUENCY SYNCHRONIZATION 


 


 
NTT  


Network Service Systems Laboratories 


Kaoru Arai, Hiroki Date, Makoto Murakami 


 


 







1 Copyright©2016 NTT corp. All Rights Reserved. 


Agenda 


1. Background 


2. Use cases of precision time synchronization 


3. Requirements and problems of precision time 


synchronization 
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1. Background 
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Timing in TDM networks  


SONET/SDH 


Synchronous 


multiplexing 


Frequency synchronization 


• Synchronous multiplexing assemblies are used as carriers of 


timing information (SONET/SDH). 


• Synchronization is essential for synchronous multiplexing. 


• Most telecom carriers have migration problems of timing 


network because of EOL. 


SONET/SDH 
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Timing in Packet networks 


• Networks are being migrated to packet switching as opposed to 


circuit-switched (i.e. based on TDM) 


Significant impact of variable delay (packet delay variation) 


• Timing requirements remain 


• Time/phase sync is required. 


• Timing over Packet Networks (packet-based methods) 


PTP, NTP, adaptive clock recovery Frequency and Time 


synchronization 
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UTC 


・ The speed of second hand of a 


clock is synchronized 


・The timing is synchronized • The timing is synchronized with 


UTC 


Frequency synchronization Phase synchronization Time synchronization 


Types of synchronization 


• There are some types of synchronization. 


• Recently, many telecom operators focus on time/phase 


synchronization and standardization activities including ITU-T are 


very active. 
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• Time synchronization requirements for telecom networks are discussed 


in ITU-T SG15 and many telecom operators will deploy the systems. 


• For the future, time/phase synchronization will become one of the 


essential technologies for Asian telecom operators as well.  


• We should correct information and determine common or specific 


requirements and use cases of synchronization in Asian telecom 


operators to make the APT report and work on the standardization. 


Main goal of this contribution 


Transport 


System Voice 
Leased 


line 


Master 
～ 


? 


End applications 


Frequency and time  


distribution network 


Mobile TV 


Requirements of timing network 


Use cases and applications 


? 
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2. Use cases of precision time synchronization  
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Use cases of precision time synchronization 


 Mobile application(4G-LTE,5G) 


 IoT/M2M 


 Smart grid 


 Financial service 


 Assisted driving vehicle 


 Data center application  


 Broadcasting service 
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Mobile -4G-LTE-  


• High precision time synchronization is needed for mobile networks of 


4G-LTE and 5G . 


• Especially, some cooperation technologies between base stations 


are needed the accuracy less than 1 micro sec. 
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Smart Grid 


• The Power Grid (Smart Grid) is one of the world’s largest 


infrastructures  


• High synchronization requirements due to distributed nature of the 


grid and the critical balance between power generation and 


consumption. 
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IoT/M2M services 
 


• High-Frequency Trading (HFT) requires accurate time stamping 


trades. 


• Vehicles have several sub-systems to achieve safety self driving and 


assisted driving. 


• Broadcasting services such as multi-angle and multi-information of 


live programs are needed precision synchronization between some 


cameras and network systems. 


• Data center applications such as cooperated large scale computing 


 


 


©Google ©BBC ©ZUU online 


HFT Self driving vehicle Broadcasting 



https://cdn-zuu-online.s3-ap-northeast-1.amazonaws.com/wp-content/uploads/HFT.jpg
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3. Requirements and problems of high precision  time 
synchronization  
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Problems of synchronization 


Problems of  synchronization network 


Migration of existing sync network 


Maintenance of existing systems 


Comparison and selection of sync methods 


Deployment of sync systems 


OPEX and CAPEX for sync network 


Survey of new services and future applications of synchronization 


Failure of sync systems 


Configuration of sync network 


Operation and management of sync network 


• Telecom operators should consider following requirements and problems when 


they deploy and operate synchronization network. 


• We would like to survey the degree of interest regarding these problems. 







14 Copyright©2016 NTT corp. All Rights Reserved. 


Migration and maintenance of existing network 


 
 
 


Existing TDM network 
(SONET/SDH, ATM) 


 


～ 


パケット網 


Master Clock 


Leased line 


PSTN 


～ 


～ 


～ 


Master Clock 
Packet based network 


 


• Many telecom operators go through how to migrate existing network to packet 


network because of EoL and increasing failure of legacy systems. 


• We must consider the methods which convey the time information on the 


migrated network. 


Frequency synchronization 


Frequency + Time/Phase synchronization 



http://www.google.co.jp/url?sa=i&rct=j&q=&esrc=s&frm=1&source=images&cd=&cad=rja&uact=8&ved=0CAcQjRxqFQoTCIvIhM3998cCFePZpgodXnoG2A&url=http://global-environment.org/03-earth/049-earth.html&bvm=bv.102537793,d.dGo&psig=AFQjCNHCDjOB660EDNoz96UveksJkYH83g&ust=1442370045110678
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Synchronization methods 


Method Function 


Network 


Sync 


Packet-based 


method 


PTP 


(Precision Time 


Protocol) 


Time and frequency 


Physical-based 


method 


SDH Frequency 


Synchronous  


Ethernet 


(SyncE) 


Frequency 


GNSS  
(GPS, Galileo, GLONASS, QZSS etc…) 


Time and frequency 


• Frequency and time synchronization methods are various. 


• Network operators must select in terms of cost and technical advantages and 


combine optimal methods for each network. 


GNSS: Global Navigation Satellite System 







16 Copyright©2016 NTT corp. All Rights Reserved. 


Comparison of synchronization methods 


 (a) Dispersed GNSS:  


• Dispersed MCs(GNSS receivers) are allocated, and end applications are 


directly connected to MC. 


 (b) Subordination architecture using packet based network:  


• One MC that becomes the standard of network is allocated. Time information 


from MC are distributed to end applications by PTP. 


Packet network MC 
SC (b) 


Comparison of technical advantages  


and cost 


GNSS antenna 


(a) 


MC MC 
End application 


MC 


MC : Master Clock 


SC : Slave Clock 
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• All nodes have to equip sync functions to achieve high accuracy synchronization.  


• In case of some existing nodes have no sync function, operators have to update 


all nodes or keep the network limit because of packet delay variation caused by 


unaware sync nodes. 


MC 


MC 
SC 


PTP node 


Unaware PTP node 


MC : Master Clock 


SC : Slave Clock 


Some nodes have no PTP function   


All nodes have PTP function. 


Deployment of new synchronization systems 


SC 


Do you need for update ? 
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Survey of new services and future applications 


Level of 


accuracy 
Range of requirements Typical applications 


1 1 ms–500 ms Billing, alarms 


2 5 μs–100 μs IP delay monitoring 


3 1.5 μs–5 μs LTE TDD (large cell) 


4 1 μs–1.5 μs 
UTRA-TDD, LTE-TDD (small cell) 


Wimax-TDD  


5 x ns–1 μs Wimax-TDD (some configurations) 


6 < x ns Some LTE-A features 


X = 500ns or 200ns  or less than 100ns? 


Time synchronization accuracy defined by ITU-T 


• Network operators have to research the new applications for time synchronization 


to decide requirements and limits of own networks. 


• ITU-T defines the level of time sync accuracy, but the values of level 5 and 6 are 


also under survey. 
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Failure of synchronization systems 
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• Network operators must configure synchronization path overlapped main signals or 
dedicated. 


• Redundancy is one of the important factors for the path protection. 


• Some topics of synchronization management such as OAM and path computing are 
discussed in ITU-T SG15. 


Configuration and management of sync network 


Protection 


Protection 


EMS/NMS 


Reconfiguring when network changes 
Planning and configuring 
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Summary 


• We should consider requirements and specifications to deploy synchronization 


systems. 


• We will correct  information which include the importance of these problems to 


survey use cases and technical specifications, and decide common 


requirements regarding synchronization of Asian countries. 


 Use case 


• TDM based network services (Leased line and PSTN) 


• Mobile applications 


• IoT/M2M applications  


 


 Requirements and problems 


• Migration and maintenance of existing systems 


• Selection of synchronization methods 


• Cost effective comparison 


• Deployment and update systems 


• Survey of new service and future applications 


• Management  and operation of sync network 
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Definition of Transport Networks


Management and 
control


DWDM


Data center
Transport network


L1/L2


L0


Layer 0 to 2 networks
L0: Optical switching
L1: OTN(Optical Transport network), SDH
L2: MPLS-TP (IP/MPLS), Ethernet
Area of Metro, Core backbone
Service accommodation includes data center connection, mobile, enterprise, fixed 
triple play)


Fixed 


MobileCore backbone


Enterprise


Data center


Fixed 


Mobile


Enterprise


Metro
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Categorization of issues in Transport NW


Issues


Reduction in fault localization time and 
efforts (sparse and silent failure)


Reduction in recovery time and efforts 
(sparse and silent failure)


Reduction in human error


Reduction in provisioning time and 
efforts


Redundancy for reduction in recovery 
time and efforts （ASON）


Efficiency in redundant configuration
（ASON）


Transport resource optimization for 
cost reduction under variable traffic


Reduction in time, cost and efforts in 
new service deployment


Others


Environment


Layer Multi


Single


Vendor Multi


Single


Techno
logy


IP/MPLS


Ether


MPLS-TP


OTN


SDH


Others


Area


Core


Metro


Others


Services


Fixed


Mobile


Enterprise


Data center


Others


Intelligent 
Monitoring and 
fault localization 
(stateful)


Automation (zero-
touch 
configuration)


NW design
Optimization


Intelligent design 
(cyclic 
maintenance)


Intelligent 
Recovery (NW-
wide fail safety)


Programmability 
and virtualization


Solutions
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SDN (Software Defined Networking)


Technologies and architecture for centralized control of network entities from 
software via open IF.
• Dynamic and flexible control cooperating with upper applications.


Application


SDN Controller


Infrastructure 
e.g. Router, Switch


NW service application


Open IF


SDN Control
(e.g. Routing, bandwidth control)


Data-plane


y
Network 
entity


y
Network 
entity


y
Network 
entity


y
Network 
entity


y
Network 
entity


Open IF


e.g. OpenFlow controller


Network 
entity


Network 
entity


Network 
entity


Network 
entity


Network 
entity


Control


Control Control


ControlControl


Configuration


Current Network SDN
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NFV (Network Function Virtualization)


 Transforming implementation of network functions from specific appliances to 
software on virtualized platform with commodity servers, storages and switches, and 
architecture of such networks.


From “ETSI NFV White Paper”
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Benefits of transport SDN
Advantages over conventional transport network with only NMS:
• Quick connection for provisioning of services in the upper layer.
• Dynamic traffic optimization cooperating with the upper layer.
→ Multi-layer control via open IF
Fast & low cost controller development by using open IF & platform.


SDN controller 
for transport


SDN controller for data center SDN controller for L3 (IP)


DWDM


Orchestrator


Router


Data center


Router


Data center


Data center
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Use cases and requirements -1


Requirements Overview
Operation Automatic operation and control 


(decrease in manual operations) 
Automatic configuration, normality verification, and test 
in network entities and connections addition/deletion.


Intelligent recovery (frequency of 
failures)


Automatic and flexible recovery from multiple-failure or 
disaster by using topology and traffic information.


Traffic optimization (preparedness 
of resources for future demands)


Dynamic planning, provisioning, connection re-
configuration according to topology and traffic 
information.


Virtualized resource provision 
(decrease in delivery time for users) 


Rapid and flexible connection and bandwidth 
provisioning, and inventory management. 


Scope Multi-service (service dependent 
separation or integration of physical 
networks)


Integration of fix, mobile and enterprise service network


Multi-vender (one operation of multi-
vender network entities)


Integration of multi-vender network entities by one 
controller and management system platform.


Multi-layer/technology (decrease in 
time to co-operation)


Integration of multi-layer (e.g. L0 – L2/3) and multi-
technology (e.g. IP, MPLS-TP, Ether, OTN) by one 
control and management system platform.


Multi-role (service using other 
operator’s infrastructure)


Act as infrastructure provider or client.
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Use cases and requirements -2


Requirements Overview
Quality/
Ability


Reliability and availability for 
data plane and control plane


High reliability and availability of C/D-plane.


Security High-security for controller to protect from cyber attacks.
Scalability of controller High-scalability of controller to handle 


control/management requests rapidly on wide networks 
(e.g. request throughput, request latency). 


Open and programmability Open and programmable IFs for multi-vendor 
environment and function addition.
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Use case example 1:
Bandwidth on demand for DC interconnect


SDN controller 
for transport


SDN controller for data center
(Client)


Transport network
DWDM


Orchestrator
(Provider)


Data center Data center


Date center interconnection requires a lot of bandwidth with a large fluctuation mainly 
for VM (Virtual Machine) migration.
SDN controller/orchestrator can provide a rapid on-demand bandwidth flexibly (e.g., 
Slicing resources, Analyzing utilization statistics, Scheduling bandwidth). 


VM VM


VM migration


Request bandwidth
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Use case example 2:
Multi-layer traffic optimization


High load router
1. New optical path 
configuration to bypass 
router


SDN controller 
for transport


SDN controller for 
L3 (IP)


Orchestrator


Router


Router


SDN controller/orchestrator dynamically optimizes the traffic routes through traffic 
and topology information on multi-layer networks.
• e.g. Setting new connection of optical transport path as new link for IP 


networks to bypass high load router. 


2. Change L3 
routes


Global network 
view
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Use case example 3:
Multi-layer recovery


Shared backup 
node/ports 


1. Router configuration 
migration


2. Path re-
configuration


SDN controller/orchestrator can efficiently recover the traffic from failures over 
multi-layer networks.
• e.g. Re-configuring paths on optical transport networks to share backup nodes 


or ports on IP networks.


Router


SDN controller 
for transport


SDN controller for 
L3 (IP)


Orchestrator
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SDOs & Open source forums activity


Standards Development Organizations (SDOs) including ITU-T, Open 
Networking Foundation (ONF), IETF are actively discussing architecture, IF, 
and protocol of transport SDN and achieve cooperation among various systems. 
SDOs also collaborate with open source forums (e.g., ONOS, ODL) for 
accelerating technology development.


Scope 
- Architecture 
- IF requirements
- Information model


Cooperation
Scope
- Architecture 
- IF requirements
- Data model
- Protocol


(e.g., NETCONF, RESTCONF, PCEP)


Scope  
- Architecture 
- IF requirements
- Information model 
- Protocol 


(e.g., OpenFlow, OF-config)
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Standardization in ITU-T/ONF


ITU-T SG15 and ONF collaborate in architecture and IFs of transport SDN.
IFs being developed according to use cases and requirements compiled in ITU-
T SG15/ONF (less attendance of APT operators).


Example of IFs


Network Entity EMS


SDN controller


SDN application


NMS


OSS


Northbound IF


Southbound IF
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ITU-T SG15 CPI (Control Plane IF)


IF to combine multi-vender/layer/domain/technology controller discussed to 
cover a wide area network described in Recommendation G.asdtn.


Multi-layer control by using 1:1
hierarchical stack of controllers


Multi-layer control by using 1:N hierarchical 
stack of controllers


Packet transport
(e.g. MPLS-TP)


Optical transport
(e.g. OTN)


Client/Server


Controller 
for optical


High level controller


CPI


CPI


Controller 
for packet


CPI


CPI


CPI


Controller 
for optical


Controller for 
packet


CPI


CPI
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IF from the controller to the higher-level systems (Transport-API) discussed to 
achieve functional requirements for the five services. 


• Scope of Transport-API also includes hierarchical controller stack.


NMS/EMSNMS/EMSNENE


Topology
Abstraction


IF


Transport-API


Application SDN controller


Connectivity
Setup


Path
Computation


Network
Virtualization Notification


OpenFlow Legacy Protocol Legacy APIsTransport-API


NE NMS/EMS SDN controller Legacy controller


SDN controller


IF


ONF Transport-API
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IETF NETCONF/YANG


A candidate of protocol for SDN
NETCONF: Protocol to add/delete/modify configuration of NEs [RFC 6241].
YANG: Data model of NETCONF to define configuration and status [RFC 6020].
• Transformation from protocol-neutral information model is being studied.
• Protocol-neutral information model is being discussed in ITU-T SG15/ONF


Layer                      Example
+‐‐‐‐‐‐‐‐‐‐‐‐‐+      +‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐+


(4) |   Content   |      |     Configuration data      |
+‐‐‐‐‐‐‐‐‐‐‐‐‐+      +‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐+


|                           |
+‐‐‐‐‐‐‐‐‐‐‐‐‐+      +‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐+


(3) | Operations  |      | <get‐config>, <edit‐config> |
+‐‐‐‐‐‐‐‐‐‐‐‐‐+      +‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐+


|                           |
+‐‐‐‐‐‐‐‐‐‐‐‐‐+      +‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐+


(2) |     RPC     |      |    <rpc>, <rpc‐reply>       |
+‐‐‐‐‐‐‐‐‐‐‐‐‐+      +‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐+


|                           |
+‐‐‐‐‐‐‐‐‐‐‐‐‐+      +‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐+


(1) |  Transport  |      |   BEEP, SSH, SSL, console   |
|   Protocol  |      |                             |
+‐‐‐‐‐‐‐‐‐‐‐‐‐+      +‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐+


[YANG]Server


NE


[YANG]


Configuration 
data


Data Store


[NETCONF]


NETCONF/YANG Stack


Procedure of operation and access to NE.


Framing messages.


Providing communication between 
server and NE.


+‐‐rw interfaces
|  +‐‐rw interface* [name]
|     +‐‐rw name          string
|     ...
+‐‐ro interfaces‐state


+‐‐ro interface* [name]
+‐‐ro if‐index        int32
+‐‐ro phys‐address?   yang:phys‐address
+‐‐ro speed?          yang:gauge64
...


e.g.,[RFC 7223]
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Segmentation of specs. in SDOs


ITU‐T SG15 ONF IETF


Architecture


Interface


Information 
model


Data model


Protocol


G.asdtn (Architecture for SDN 
control of transport networks):


G.7701 （Common Control 
Aspects(SDN and ASON）): 
2016/11


G.7711 (Generic protocol‐
neutral information model for 
transport resources): 2015/8


SDN architecture 
1.1 (TR‐521): 2016/2


Core Information Model
1.2 (TR‐512): 2016/9


Functional Requirements for 
Transport API 
1.0 (TR‐527): 2016/6


G.7711.x (Generic protocol‐
neutral information model 
for YANG) ?


ACTN (Abstraction & 
Control of TE Network) 
framework


OpenFlow SW Specification
1.5.1 (TS‐025): 2015/4


NETCONF
(RFC6241): 2011/6


RESTCONF


YANG Model
(RFC 6020): 2010/10


SDN architecture for 
Transport Networks
1.1 (TR‐522): 2016/3
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APT common requirements


Discussions in SDOs based on requirements.
Input from APT members’ requirements to architecture and IF of Transport SDN
APT report for APT members’ common requirements


Common 
requirements in APT 
report


Architecture and IF 
specifications 
for APT members


Survey of current issues 
to be solved 


Common requirements 
for architecture, IF and 
protocol


Specifications of 
architecture, IF and 
protocol
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Questionnaire for analysis of current situation


Monitoring phase (Q1, Q3)
• Time and work load of fault localization cannot be reduced easily on multi-


layer/vendor/domain/technology environment due to difference of operations. 
• Increase of silent failures and intermittent failures (e.g., due to soft errors).


Failure recovery phase (Q2, Q3, Q6, Q7)
• Must prepare appropriate redundancy level for each component/function on wide area 


network considering balance among failure rate of each component, redundancy level 
and maintenance constraints to keep high availability with cost effectiveness.


Deployment & Extending phase (Q4, Q5, Q6, Q7, Q8, Q9)
• Still remain miss operation due to human error.
• Deployment or configuration change for wide area network requires enormous time and 


work load, and would be deviated from optimized configuration in some cases.
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Only few APT telecom carriers sent a reply
Reduction in time and workload of fault localization


0 1 2 3 4 5


Very much


Quite a lot


A little


Not at all


Number


Concern


0 1 2 3 4 5


Metro/Aggregation
network


Core backbone network


Others


Number


Network area


0 1 2 3 4 5


Fixed line (e.g., Telephone,…


Mobile


Enterprise


Inter data center


Others


Number


Services


0 1 2 3 4 5


IP/MPLS


Ethernet


MPLS‐TP


OTN


SDH


Others


Number


Technologies


Results of questionnaire ongoing






