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Introduction

Natural disasters could cause massive destruction by resulting in loss of lives, properties and displacement of people. In the wake of such disasters, communications is essential to rescue and provide prompt assistance to the victims.  However, such humanitarian efforts are often hampered by the lost communications, since the terrestrial infrastructure would have destroyed by the disaster. Hence, a disaster mitigation and relief system based solely on terrestrial facilities would not be adequate in such critical situation. This reality makes it necessary for government and emergency workers to have access to a wireless communications network that is not dependent on terrestrial infrastructure. 

Satellite communications is an ideal candidate for providing such a solution. Satellites are the only wireless communications infrastructure that is not impacted by the natural disasters, because the transmission of signals are done via the satellite spacecraft which is located outside the earth’s atmosphere. Therefore, the use of satellite network infrastructure in conjunction with terrestrial equipment would provide a more effective disaster mitigation and relief system.  

Asia-Pacific region is natural disaster-prone areas in the world. Serious natural disasters such as earth quakes, tsunamis, typhoons, floods, heavy snowstorms caused a large number of Base Transceiver Stations (hereinafter as BTSs) out of service due to transmission interruption. This situation is very serious during the earthquake in Sichuan in 2008. The protection mechanism and applicable backup transmission link for the terrestrial mobile communications after a serious natural disaster are needed.

In AWG-10 meeting, it was agreed that TG-MSA would perform technical and operational studies for the efficient interoperability between satellite and terrestrial services in the area of disaster mitigation and relief. This report identifies the studies that have been performed by APT members in developing and implementing such systems.  




Studies 

Studies in relating to satellite communication systems Ka-band applications and deployment, satellite broadband applications, new applications of mobile satellite.

The Global Xpress system (will be in operation in 2013)

Overview

Since 1979, Inmarsat has launched a range of MSS L-band voice and data services for users on land, at sea and in the air.

In order to continue to provide broadband services and speeds comparable to terrestrial networks, Inmarsat is investing approximately US$1.2 billion in a new generation of satellites and associated ground network. The system will be commercially known under the name ‘Global Xpress’ and with an anticipated launch date in 2013. 

This new system, operating at Ka-Band, will have global coverage and initially consist of three satellites together with new ground infrastructure. It is expected to provide downlink throughputs up to 50 Mbps; utilising a small-size antenna (60cm in diameter or smaller) and a new-generation terminal.

Each satellite will be manufactured by the Boeing Company on a 702HP platform and will carry two payloads: a main ‘Global’ payload, with 89 fixed beams, and a high capacity payload (HCP), deployed on 6 fully configurable and steerable beams.
The following Tables 1 and 2 provide an overview of the bands that GX will use:

Table 1 Frequency bands for user links
	
	Global Payload
	HCP

	Uplink
	29.5 – 30.0 (GHz)
	29.0 – 29.5 (GHz)

	Downlink
	19.7 – 20.2 (GHz)
	19.2 – 19.7 (GHz)



Table 2 Frequency bands for feeder links
	
	Global Payload
	HCP

	Uplink
	28.0 – 29.5 (GHz)
	27.5 – 28.0 (GHz)

	Downlink
	18.2 – 19.7 (GHz)
	17.7 – 18.2 (GHz)



Global Xpress is designed to merge a high power radiated signal from the satellite with other mitigating techniques, such as adaptive code modulation schemes, in order to provide a high quality of service and address rain fade issues, particularly of issue in tropical regions.

Furthermore, through hybrid packages it is anticipated that there will be access to not only the GX system but the Broadband Global Area Network (already deployed through three satellites composing the I-4 fleet) - working at L-Band and, therefore, ensuring continuity of service if rain fade affects transmissions in Ka-band.







Global Xpress and disaster relief applications

When a major disaster occurs, communications are important for people involved in relief operations, from the early stage of search-and-rescue to the fulfillment of the humanitarian needs of the affected population.

Functionalities expected that Global Xpress could provide are from data sharing to live video-streaming from the affected areas.

Inmarsat claims Global Xpress is designed to provide a high quality service in those scenarios, through providing communications whether they are deployed on mobile platforms on land, at sea and/or in the air and the steerable beams allowing added capacity in a flexible way where and when needed.

Mobile applications

The precedents set in C and Ku-band demonstrate that mobile terminals can operate on an uncoordinated basis without causing interference with other users. This is further facilitated at Ka-band since significant portions of the spectrum are exclusively allocated to satellite services. In these bands, all that is required for compatible operation of fixed satellite service (FSS) terminals on mobile platforms is that the terminals adhere to the same technical requirements as other uncoordinated FSS earth stations.  

In spectrum that is shared with terrestrial services, user terminals will protect terrestrial users by not operating in the same geographical areas and/or by completing co-ordination with them.

Global Xpress applications are primarily conceived to work on mobile platforms so that access to the satellite network should be accessible from anywhere in the world through the same terminal.

Inmarsat reports advances in satellite antenna technology, particularly in the development of 3-axis stabilised antennas, capable of maintaining a high degree of pointing accuracy even on rapidly moving platforms. This has enabled the development of mobile earth stations with very stable pointing characteristics. The technical characteristics of these earth stations on mobile platforms (ESOMPs), when operated according to certain rules and standards, are indistinguishable from fixed earth stations, when viewed from an interference perspective.

Inmarsat suggests in order to make users benefit from the potential of the GX system, a harmonised use of the relevant bands would be desirable, for both the global coverage and the HPC.

Current process in other regulatory bodies

Inmarsat are working within the European Conference of Postal and Telecommunications, International Telecommunications Union and European Telecommunications Standards Institute to define the technical, operational and regulatory conditions under which ESOMPs operating in the 17-30 GHz band may be treated just like typical FSS earth stations.

The aim of the following subsections is to illustrate the current activities within the regulatory framework.

International Telecommunications Union Radiocommunication Sector Activity

With the adoption at WRC-03 of Recommendations ITU-R M.1643 and Resolution 902 technical, operational and regulatory requirements exist to ensure that the earth stations on board vessels (ESVs) and aircraft earth station (AESs) operating in the Ku-band have the same interference characteristics as typical FSS earth stations. Since the adoption of these requirements, many AESs and ESVs have operated successfully worldwide on aircraft and ships. Given the success of the previous work done for aeronautical mobile satellite service and ESVs, ITU-R Working Party 4A (WP 4A) is developing similar conditions for terminals operating on mobile platforms in the Ka-band.

Under these conditions, Ka-band earth stations would be required to follow the regulatory requirements of FSS earth stations operating in the band.  

Recommendation ITU-R S.524-9 provides technical characteristics and off-axis e.i.r.p. limits for FSS earth stations by complying with these existing limits, ESOMPs are expected not to generate unacceptable levels of interference to other FSS systems and terminals operating in the same bands or sub-bands. Inmarsat reports Global Xpress is designed to comply with the existing rules for FSS earth stations and by doing so it will ensure protection of existing and future applications in the Ka-band.

European Conference of Postal and Telecommunications Activity

The CEPT is considering the development of a new harmonised authorisation decision for ESOMPs operating in Ka-band, so that they will be treated as typical uncoordinated FSS earth stations; as the working document towards a preliminary draft new Recommendation (Document 4A-493-E) and Annex 9 to the WP 4A Chairman’s Report (Document 4A-514-E) suggest, these earth stations will have to comply with all requirements applicable to other typical uncoordinated FSS earth stations. 

Like other uncoordinated FSS earth stations, the draft CEPT Decision (FM44(11)025) requires that ESOMPs do not operate in geographic areas where terrestrial services are deployed. A new Electronic Communications Committee decision will be drafted once the CEPT work concludes; this is expected to be by the end of 2011.

European Telecommunications Standards Institute Activity

A new standard for ESOMPs is being developed in ETSI to allow for type approval of new aeronautical, maritime and land terminals that will operate in the 17-30 GHz bands. This new standard will be based on proven existing ones covering mobile terminals in Ku-band and fixed terminals in Ka-band. This is expected to provide administrations with certainty that ESOMPs will have been tested against internationally accepted rules.

Work has reported to be  started in April 2011 in ETSI, SES Astra and elsewhere on a new ETSI standard anticipated to be in place by 2012.

Terminal circulation and national authorisations 

Inmarsat has proposed that national regulatory authorities utilise a number of international regulations allowing unhindered circulation of radio terminals for use on board vessels and airplanes to authorise the service. 

Technical and operational studies for the efficient interoperability between satellite and terrestrial services in the area of disaster mitigation and relief

Evaluation of the interference level in the satellite uplink for satellite/terrestrial integrated mobile communication system (STICS) 

Introduction

There is an increasing need for providing mobile phone services in the dead zones and telecommunications infrastructure to support relief missions in the event of a natural disaster. Using a satellite link enables quick deployment of a mobile network in rural areas or disaster zones where urgent communication recovery is required. The National Institute of Information and Communications Technology (NICT) has been studying a new satellite mobile communication system named Satellite/Terrestrial Integrated mobile Communication System (STICS) to overcome the above problems and provide modern satellite applications [1-4].

System Summary

Figure 1 illustrates the conceptual sketch of the STICS. The system possesses both satellite and terrestrial mobile communication systems and provides an appropriate service to satellite-terrestrial dual-mode terminals depending on the positions of users in the service area and a status of the system (e.g. disaster scene). In this system, frequency is assumed between 1980–2010 MHz (uplink) and 2170–2200 MHz (downlink), which is in accordance with the allocation by Mobile Satellite System (MSS) in International Mobile Telecommunications-2000 (IMT-2000). Therefore, high spectral efficiency is expected by sharing a frequency band by the satellite and terrestrial systems. Moreover, to create this system, high EIRP and G/T communication satellite is needed using a multibeam antenna with the reflector in the 30 m class. 

The key issue in the proposed system design is to estimate the inter-system interference level to determine the frequency sharing condition. Especially, the interference level in a satellite uplink caused by terminals using terrestrial links is important parameter. It is because the aggregate interference level caused by terminals using terrestrial links increases as the number of the terminals increases.
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Figure 1 Conceptual figure of STICS

In this study, we focus on the interference level in the satellite uplink (satellite reception link) in which the interference level depends on the number of terrestrial service users and thus the permissible interference level in this link determines the user capacity of the terrestrial system. Interference estimation in the satellite uplink has been carried out for two categories; the interference caused by terrestrial system uplinks and satellite system uplinks. The MSS frequency band is reused by seven frequency bands. 

System Model and Interference Paths

System model

We first assume the system model to evaluate the interference level in the assumed system. The service area including Japanese island and the surrounding ocean is covered by twenty-three satellite spot-beams. Figure 2(a) illustrates an example of the satellite cell allocation in the analysis, where #1–#23 are the cell numbers and f1–f7 are the frequency numbers. The large satellite antenna with diameter of around 30 m is assumed to establish the satellite link with small transmit power of the terminal (around 200 mW). The diameter of each satellite cell with this large satellite antenna is around 200 km, which results in multiple-satellite-cell configuration. Twenty-three satellite cells of prospective hundred beams covering the service area are analyzed. Figure 2(b) shows the satellite cells in one frequency (f5) and the terrestrial stations. The terminals and the base stations using the terrestrial link are uniformly distributed to simplify the analysis. The EIRP of all the terminals using the terrestrial link are assumed to be 10 dBm. Spatial guard-bands are introduced to decrease the interference level caused by the terrestrial uplinks. Figure 3 shows the channel plan in the analysis (only the uplink frequency band is illustrated). The frequency bandwidth of 30 MHz is divided into seven frequency bands (4.3 MHz for each frequency band). The satellite link employs Frequency Division Multiple Access (FDMA). The transmit power of a terminal using a satellite link for voice communication is defined as 22 dBm per one channel of 19.2 kHz in the link budget design. The access method in the terrestrial link follows current IMT-2000’s Code Division Multiple Access (CDMA). The satellite antenna pattern shown in Figure 4 is defined as a function of sin(x)/x, where the peak gain is 50 dBi, the gain at edge of coverage (EOC) is 47 dBi, and the beam angle at EOC is 0.46. Table 3 summarizes the analysis conditions.
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Figure 
2
 Allocation for satellite cells and terrestrial stations. (a) Satellite cell allocation with seven frequency bands, (b) satellite cells in one frequency band f5 and terrestrial stations.
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Table 3 Analysis conditions
	Uplink Frequency
	1980-2010 MHz

	Bandwidth in one frequency band
	4.3 MHz (= 30 MHz ÷7)

	Access method
	Satellite link: FDMA
Terrestrial link: CDMA

	Bandwidth in one channel
	Satellite link: 19.2 kHz (223 channels / one satellite beam)
Terrestrial link: 4.3 MHz

	EIRP
	Terminal using satellite-link: 22 dBm/19.2 kHz
Terminal using terrestrial-link: 10 dBm/4.3 MHz

	Antennas
	Satellite: numerical model (sin(x)/x)
Peak gain = 50 dBi
EOC gain = 47 dBi
EOC angle = 0.46
Terminal using satellite-link: omini-directional (0 dBi)
Terminal using terrestrial-link: omini-directional (0 dBi)




Interference Paths in the System

Figure 5 shows the frequency allocation methodologies in the assumed system and interference paths between satellite and terrestrial link. There are two possible frequency allocation methodologies in the system design. One methodology is to share the frequency band of 1980–2010 MHz by satellite and terrestrial uplinks and also share the band of 2170–2200 MHz by satellite and terrestrial downlinks (hereinafter called normal mode, as shown in Figure 5(a)). Another methodology is to share the frequency band 1980–2010 MHz by satellite uplink and terrestrial downlink and vice versa (hereinafter called reverse mode, as shown in Figure 5(b)). As shown in Figure5, each mode has four interference paths. This study focuses on the satellite uplink in the normal mode to discuss the influence of terminals using terrestrial link on the interference for the satellite uplink. Figure 6 illustrates the interference paths in the satellite uplink in the normal mode. In Figure 6(a), the frequency band is divided by seven frequency bands (f1–f7) for the satellite link and frequency is reused by using multi-beam allocation. The satellite uplinks from right two satellite cells with frequency f1 are the undesired signals for the desired signal in the left satellite cell with frequency f1. Figure 6(b) shows the interference caused by the terrestrial uplinks. The terminals using the terrestrial links in the terrestrial cells located in the satellite cell area with frequency f2–f7 are able to use frequency f1. These terminals also cannot use frequency f1 in the spatial guard-bands around the satellite cells with frequency f1, which are effective to decrease the interference level to the satellite uplink. The uplinks from these terminals are the undesired signals for the desired satellite uplink signal with frequency f1.
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Frequency allocation methodologies in STICS and interference paths between satellite and terrestrial link. (a) Normal mode, (b) reverse mode.
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Figure 
6
 
Interference paths in STICS satellite uplink (normal mode). 
(a) Interfer
e
nce caused by satellite uplink, (b) interference caused by terrestrial uplink.
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Analysis Method and Results

The estimation methodology of the simulation is based on signal power calculation and it estimates desired and undesired signal powers of each communications link by using various input parameters (e.g. frequency and position of each satellite cell, frequency, position, and transmit power of each station).

Estimation of Interference Level Caused by Terrestrial System Uplink

First, the effect to reduce the interference level by using the spatial guard-band is evaluated. Figure 7 shows the relationship between the spatial guard-band and an average Carrier to Interference Ratio (CIR) in the satellite uplink. Here, the CIRs for the satellite cells using a particular frequency band are averaged to derive the average CIR. The desired signal is the signal transmitted from the terminal using the satellite link at the EOC. The figure indicates that the average CIR in each frequency increases as the spatial guard-band increases. This is because the frequency band for a certain satellite cell is not allocated to the terminals using the terrestrial link located in the spatial guard-band around the satellite cell. This means that when the CIR is constant, the number of the terminals using the terrestrial link can be increased as the spatial guard-band increases. Figure 8 shows the relationship among the spatial guard-band, the number of the terminals using the terrestrial link, and the CIR for frequency f5 as an example. The figure indicates that the number of the terminals using the terrestrial link increases as the spatial guard-band increases when the CIR is constant. The number of the terminals is more than 12,000 where the CIR is 10 dB and the spatial guard-band is 10 dB. Figure 9 shows the number of the terminals using the terrestrial link at the CIR of 10 dB for each frequency. More than 10,000 terminals are available when the spatial guard-band is 10 dB. Total number of the terminals for all seven frequency bands is about 90,000. This value is an allowable number of the terminals to use the terrestrial link at the same time. From this result, the potential user capacity of the terrestrial system with assumed traffic rate of 1 % is estimated in Table 4. In the simulation, the transmit power of the terminal using the terrestrial link is assumed to be 10 dBm. However, the measurement on the transmit power for IMT-2000 cellular phone shows lower average transmit power (below 0 dBm) [5]. If this result is applied, the potential user capacity in the terrestrial system is 90 million when the EIRP of terminal is 0 dBm and the permissible CIR is 10 dB.

On the other hand, the service area of the terrestrial system decreases as the spatial guard-band increases. Since the terminals using the terrestrial link are uniformly distributed in this simulation, the service area can be calculated by counting the number of the terminals for which at least one frequency band is allocated. Now a coverage rate is defined as

Number of terminals using terrestrial link for which at least one frequency band is available
Coverage rate  =   
Total number of terminals using terrestrial link


Figure 10 shows the relationship between the spatial guard-band and the coverage rate of the terminal using the terrestrial link. The coverage rate varies depending on the number of frequency reuse. When the number of frequency reuse is seven, high coverage rate of 99.4 % at the spatial guard-band of 10 dB is achieved. This is because one of two frequencies (f4 and f7) for satellite cells located on the sea area is able to be allocated to the terrestrial cells located on the island area. When the number of frequency reuse is three, all three frequencies are allocated to the satellite cells located on the island area. Therefore the coverage rate dramatically decreases as the spatial guard-band increases.
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Spatial guard-band and coverage rate of terrestrial system.
 
)[image: ]


Table 4 Potential user capacity in terrestrial system
	CIR

EIRP of terminal 
using terrestrial link
	
10 dB

	
20 dB


	0 dBm
	90 ×106
	9 ×106

	10 dBm
	90 ×106
	0.9 ×106


Spatial guard-band 10 dB, Frequency band: f1-f7 (total), Traffic rate: 1 %

Estimation of Interference Level Caused by Satellite System Uplink

The desired and undesired signal for the estimation of the CIR in the satellite uplink is defined as follows. The desired signal is one of the satellite uplinks from the terminals uniformly distributed in Japanese island. All co-channel signals located in other satellite cells using the same frequency band as the desired signal are the undesired signals. Figure 11 is the histogram of the CIR of the satellite uplink for three satellite cells with frequency f5 (the CIR in x-axis is 1 dB step). For example, the interference signals for the satellite uplink in the satellite cell #5 are the co-channel uplinks in the satellite cells #17 and #19 (see Figure 2 to check the relationship between the cell number and the frequency number). The CIR ranges from 10 dB to 30 dB. A variation of the CIR occurs because the satellite antenna gain at the direction of the terminal varies depending on the position of the terminal. Figure 12 shows the maximum, minimum, and average CIR for each satellite cell. The CIRs of the satellite cells with frequency f4 and f7 are not calculated since the number of satellite cells is one for these frequencies. The figure indicates that the minimum CIR for all the satellite cells is more than 10 dB.
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Histogram of satellite system uplink CIR for frequency f5 when interference source is co-channel satellite system uplink in 
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 satellite cells.
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Conclusions

The interference level in the satellite uplink in the satellite/mobile integrated communication system, which is a key parameter for satellite/ terrestrial frequency sharing, was analyzed by the interference estimation simulations. In the estimation of the interference level caused by the terrestrial uplink, the effect to decrease the interference level by using the spatial guard-band was evaluated. Analysis results indicated that the number of the terminals using the terrestrial link was about 90,000 when the CIR was 10 dB and the spatial guard-band was 10 dB, and that the potential user capacity in the terrestrial system was much larger than the number of terminals (for example, when the traffic rate is assumed to be 1 %, the EIRP of each terminal is 0 dBm, and the permissible CIR is 10 dB the terrestrial user capacity is 90 million). The coverage rate of the terminals using the terrestrial link was 99.4 % even with the spatial guard-band of 10 dB when the number of frequency reuse was seven. In the estimation of the interference level caused by the satellite uplink, the interference level caused by co-channel signals in other satellite cells was analyzed and the CIR for all the satellite cells was more than 10 dB. These results are useful information to determine the frequency sharing condition in the assumed system.
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Interference evaluation of mobile terminals and terrestrial base stations using an aircraft for STICS

Background

The interference from terrestrial base stations or mobile terminals to the satellite system is one of the important parameters for realization of a new satellite mobile communication system, named Satellite-Terrestrial Integrated Mobile Communication Systems (STICS). Although there are some studies about the characteristics of transmitted power of mobile terminals and its statistical data are released, there are no studies that evaluate the amount of radiation of cellular base stations and mobile terminals toward the satellite. NICT has conducted several experiments to measure the radiation powers of the existing mobile base stations and mobile terminals toward satellites [1]. An experiment to measure the radiation power of the existing mobile terminals and base stations using an airplane was conducted as part of the interference evaluation toward satellites. This section gives the overview of the experiment using an airplane and some of the results.

Interference evaluation experiment

As discussed in Section 2.2.1.3.2, the interference from the terrestrial mobile terminals could be a dominant interference in the normal system because the number of terrestrial mobile terminals is large and the accumulated transmitted power may cause interference to satellite system. As for the reverse system, the downlink of base stations could be a dominant interference to the satellite. An experiment was conducted to measure the radiation power of the existing mobile base stations and mobile terminals toward satellites using an airplane as shown in Figure 13.
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Figure 13 Measurement experiment using aircrafts



 Platform and measurement system

As shown in Figure 14, an airplane ‘Cessna208B’ was used as a platform for the measurement equipment in the experiment. The measurement system was loaded in the airplane’s cabin and a receiving horn antenna was also mounted in the cabin sticking out of the floor hatch of the cabin tilting at a 45 degrees angle from a horizontal direction as shown in Figure 14 in consideration for the satellite elevation angle in Japan. The receiver can receive the radio signals in the 1.9-2.2 GHz bands by selecting the receiver’s channel and measure the received power from the existing mobile base stations and mobile terminals. Table 5 and Figure 15 show the reception frequencies of the measurement equipment in the experiment and the measurement system diagram, respectively. The antenna system also equipped a GPS system and a gyro-sensor to obtain the position and attitude of the receiving antenna to measure the position of the system.


Figure 14 Airplane (Cessna208B) and measuring horn antenna used for the measurement of the interference.


Table 5 Reception Frequencies
	
	Reception frequencies [MHz]

	Up-Link
	1942.5, 1947.5, 1952.5, 1957.5

	
	1962.5, 1967.5, 1972.5, 1977.5

	Down Link
	2132.5, 2137.5, 2142.5, 2147.5

	
	2152.5, 2157.5, 2162.5, 2167.5
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)
Figure 15 Measurement system diagram

Measurement and results

The experiment was conducted in several areas as shown in Figure 16 which includes rural and urban areas in consideration of the density of base stations and mobile terminals in Japan. There are more than ten IMT base stations in the urban area of 1 km2 and one or two base stations in the rural area of 1 km2. The places of the measurement are as follows:

· Rural and urban areas around Tokyo and off the coast of Choshi.
· Long distance area over 500 km between the Kanto region and the Kii peninsula.
· Thinly-populated areas with population density of 100 or less per square kilometer.

[image: ]
Figure 16 An example of flight between the Kanto region and the Kii peninsula
(0: Tokyo, c: Nagoya, e: Kumano-nada).

A. Wide area measurement

The measurement data for a wide area over 500 km were obtained in order to evaluate the radiation distribution of the interference from the entire Japanese islands. As shown in Figure 16, the measurement was started at Kanto region area (0: Tokyo area) and ended at the Kii peninsula (c-d-e-f: Nagoya area). The entire area of the measurement includes city, ocean, thinly-populated areas, and seacoasts. Therefore, the improvement of the accuracy of the analyzing the interference is expected by obtaining several types of measurement data.

A measured example of received power between the Kanto region and Nagoya region is shown in Figure 17. It is observed that the downlink channel is larger than in the uplink channel to 25 ̴ 30 dB and that several peaks during the urban area around “c”. It is considered that the peaks of the received power are due to passing through base stations.

[image: ]
Figure 17 A measured example of received power between the Kanto region and Nagoya region.

B. Thinly-populated area measurement

Another measurement of the radiation power along the coastline of the Kii peninsula was made. The area along the coastline of the Kii peninsula (c-d-e) includes thinly-populated areas with population density of 100 or less per square kilometer. The measurement was started at Nagoya (c) and ended at Kumano-nada (e) located at the south end of the Kii peninsula.

A measured example of received power along the coastline (c-d-e-f) is shown in Figure18 where the area between “d” and “f” includes thinly-populated zones. It is observed that the received power of the down link in the area is 20 dB lower than the other areas.

[image: ]
Figure 18 A measured example of received power between Nagoya and Kumano-nada.

Relationship between measured power and interference to satellite

The final goal of the experiment is to evaluate the interference level toward satellite using the observed results.  The total interference level toward satellite has to be evaluated from the observed level obtained by airplane. Therefore, it is important to show the relationship between the received power and the size of effective footprint of the receiving antenna as depicted in Figure 19.
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Figure 19 Relationship between measured power and interference to satellite.
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Figure 20 One-dimensional simulation model E-plane (left) and H-plane (right) of antenna and transmitters on the ground

Evaluation model

As depicted in Figure 20, the one-dimensional simulation model is introduced to evaluate the relation between the size of the footprint and the received power of the horn antenna used in the experiment. In the simulation model, transmitters are placed at equal spaces in a line to simulate distributed mobile terminals or base stations. The total length of the distributed transmitters is defined by L. The value of L is generally large because a number of transmitters are assumed to exist on the ground. The value  is calculated by considering the length of L and the geometric position of the receiving antenna in Figure 20. Then a parameter  in Figure 20 is introduced to determine the range of the footprint of antenna and to give the number of transmitter within the footprint. The value of ‘l’ is also calculated in a similar way of the calculation of the parameter L. The total power of incoming signals from the ground, which means the received power of the antenna, can be calculated by taking into account of the conditions such as the number of the transmitters within L, the antenna beam pattern of the receiving antenna, and the radio propagation. Therefore, the power ratio r() of the received power caused by the transmitters within the range of ‘l’ to the total received power can be calculated as



Figure 21 shows the simulation result of the power ratios of H- and E-planes with respect to  where the transmitters on the ground are assumed to send signals with equal power and omni-directional antenna. The actual antenna gain patterns of the horn antenna used in the experiments was used to conduct the simulations. The simulation result shows that the power ratio from 0 to 0.8 of both E- and H-planes of the receiving antenna increases in almost direct proportion to . This means the accurate estimated values of  are expected if the value of the power ratio up to 0.8 is chosen. The simulation result shows that 80 percent of the received power at the horn antenna results from the transmitters within the area defined by the angle of 16.6 degrees (H-plane) or 16.2 degrees (E-plane) when the center frequency is set at 2110 MHz.

[image: ]
Figure 21 Simulation result of the power ratios of H- and E-plane

Conclusion

Some results of evaluating the interference from IMT uplink and downlink channels using a horn antenna equipped with an airplane are discussed through the experiment and simulations. In the experiments, it is observed that the received power varies depending on the areas and that the received power in the downlink channel is larger than in the uplink channel to 25-30 dB. This result shows that the introducing ‘the normal frequency-division duplexing system’ in STICS may reduce the interference to the satellite. It is also observed that the received power of the down link in thinly-populated areas with population density of 100 or less per square kilometer is 20 dB lower than the other areas in Japan. Finally, the relationship between the measured power and the footprint of the receiving antenna is given by introducing the system model of distributed transmitters on the ground..
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Evaluation of dynamic traffic control between satellite and terrestrial base stations at times of national disasters using satellite/terrestrial integrated mobile communication system

Overview

To achieve a safe and secure society, a secure communication method is required during emergencies and disasters. To this end, research and development (R&D) into a mobile satellite communication system for satellite and common terrestrial terminals have begun.  This system is called the satellite/terrestrial integrated mobile communication system (STICS). From this R&D, the seamless handover from terrestrial to satellite terminals is expected. To meet this requirement, we propose a handover algorithm to define the function of the satellite terrestrial common controller, which is based on 3GPP architecture[1]. To confirm this architecture, a dynamic control simulator was developed to control satellite and terrestrial channels. In this simulation, 63% call losses was attained using the STICS satellite, even though there were limiting conditions concerning simulator capacity 

Introduction

The usefulness of satellite-based mobile phone systems in disaster management is well known. However, because of the high free-space path loss, large antennas mounted on satellite terminals are needed. 

In recent years, mobile communication systems with integrated satellite/terrestrial functions have been developed to provide a wide range of services. These systems employ large deployable antennas in satellite terminals, along with a small terrestrial terminal.

At present, using a small portable terminal, the Thuraya Satellite Telecom Co. provides satellite communications and global system for mobile (GSM) communications in more than 100 countries worldwide, including countries in the Middle East, Europe, North and Central Africa, and Asia[2].

Meanwhile, SkyTerra Communications is attempting to introduce mobile communication systems that will improve frequency utilization efficiency by integrating the frequencies of terrestrial and satellite systems. It also plans to adopt a communication system that will compensate for the lack of coverage from satellite systems by effectively employing a terrestrial system[3].

In the system used by SkyTerra, a satellite dish antenna with a diameter of 22 m, and which operates in the L band, is used to cover all of North America with hundreds of spot beams. However, the communications system design for Japan needs to be unique because of differences in area and population distribution.

We therefore proposed a communication system that enables improvements in the frequency utilization efficiency by integrating the frequencies of the terrestrial and satellite systems. A deployable antenna having a diam`87eter of 30 m will be installed in the satellite, and approximately 100 high-gain multibeams will be used to cover Japan and exclusive economic zones (EEZs)[4].  In this system, interference evaluation is one of the main focal points of R&D, and we therefore report on its status.

Dynamic network technology for STICS

In this study, a seamless handover from terrestrial to satellite terminals is expected.  To meet this requirement, we propose a handover algorithm to define the function of the satellite terrestrial common controller (Figure 22), which is based on 3GPP (3rd Generation Partnership Project) architecture[1].  In this figure, a satellite system and terrestrial system are connected via an administering server, which is called a “dynamic network controller.” The terrestrial system is controlled under the 3GPP system and the satellite system was considered as a Non-3GPP system. The terrestrial and satellite systems were connected via an administrative server (Admin., SV).  In Admin. SV, the usage ratio, variation ratio and abnormal detection of the terrestrial and satellite network were monitored and used for an integration control. Then, Admin SV generates three commands, which are change of dynamic resource allocation, traffic regulation and handover (H/O) between the satellite and the terrestrial network. The first command that changes the dynamic resource allocation is used to modify or change the resource bandwidth of the satellite or terrestrial frequency using a channelizer. The next command is traffic regulation, which regulates the traffic when there is a lot of traffic. The last command is the handover between the satellite and the terrestrial network.

To confirm this architecture, a dynamic control simulator was developed to control the satellite and terrestrial channels. This simulator is equipped with the ability to simulate the three controlling functions: (i) the random walk traffic generating control function, which is responsible for the movement control of the user terminals, (ii) the dynamic control function, which is responsible for traffic generation, and (iii) the priority terminal control function, which is responsible for the priority call arrangement.

First, the random walk traffic generating control function provides the capability to simulate the generation of traffic while the terminal moves, according to the random walk mobility model using the communication service. The random walk is a fundamental model, and can be used in various fields, such as the modeling of physical phenomena such as Brownian motion, mathematical modeling in the area of finance, such as stock price modeling, and in the modeling of mobile communication users. Therefore, in the STICS simulator, we adopt this model and generate traffic that simulates the movement of mobile terminals.

The dynamic control function is then used to provide simulation capabilities which make it possible to simulate the frequency commonly used between terrestrial and satellite communication systems. This is done using resource allocation control performed dynamically to simulate changes in traffic patterns in the above random walk traffic generation control function.
Finally, the priority terminal control function is used to provide simulation capabilities which can be processed in accordance with the specific policy of the call processing terminal, such as high-priority emergency calls.
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Figure 22 Dynamic control architecture

Simulation and Analysis Result

A summary of results for the satellite/terrestrial dynamic control simulator are shown for a case which was conducted based on published data for traffic during the Great East Japan Earthquake.

To date, there is no concrete data regarding the surge of traffic in the event of a disaster. However, a graph was distributed to the Committee showing the changes in traffic after the Great East Japan Earthquake[6]. In the simulation, the surge of traffic was described for the model based on this graph, as shown in Figure 2. In this model, the traffic increased immediately after the earthquake, and the number of call requests was 60 times more than usual. 
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Figure 23 Simulated Traffic Model for the Disaster Period.

The horizontal axis of Figure 23 shows the elapsed time over two days. After the earthquake, the number of call first rapidly increased, then reduced slowly over time, and the number of call losses disappeared once at midnight of the first day, but increased again in the morning of the second day and continued for the entire day.
The targeted area is a city for which the data for traffic calculations was measured at the time of maximum intensity of the earthquake, and focused on an area of 8 km square in the center of the city. The number of terminals was calculated from the ratio of the target area to the population of the applicable city. The number of ground-based stations and capacity of lines were used an average value which was estimated from the traffic data of the target area.

Figure 24 shows the number of channels connected to the satellite communication system, which depends on the traffic connection request for the satellite beam area in which the disaster occurred. The number of channels can be increased using the satellite resource rearrangement algorithm in the STICS system by changing the bandwidth of the disaster beam using channelizer. Therefore, the STICS system can accommodate the changes in traffic. The number of traffic connection requests made immediately after the disaster also exceeded the upper limit of the number of channels that can be connected, so other satellite communication system resources were diverted to the disaster area satellite beam. Then the number of connection channels of the satellite communication system changed according to the number of connection requests, and simulations show that the recombination of satellite resources is as expected.

The advantage of the STICS system is that its satellite beams cover a wide area that includes all of Japan and its coastal waters. When the disaster occurred, the STICS system used its advantage of being disaster tolerant, which allowed it complement ground-based stations which had stopped working, and concentrated satellite resources to the disaster area.

The simulation result shows that the satellite resource rearrangement algorithm works properly, and the STICS system can be easily used for immediate changes in traffic. The STICS system is a feasible option that ensures constant communication links in a disaster.
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Figure 24 Number of channels connected to the satellite communication system

The simulation calculated the number of call loss for traffic changes in the Great East Japan Earthquake under the following three conditions: (i) without a satellite communication system, (ii) with a satellite communication system but without satellite resource control, and (iii) with both satellite communication system and satellite resource control.

Figure 25 shows the results which were compared for the call loss whether or not there was satellite resource control.

[image: ]
Figure 25 Difference in number of call losses with and without satellite

The simulation results for the conditions where both the satellite communication system and satellite resource control are available show the effects of the 63% decrease in the total number of call losses when compared to the conditions of leave without satellite.

Conclusion

We developed a satellite/terrestrial dynamic control simulator which provides a comprehensive simulation environment for a satellite/terrestrial system simulation and an evaluation of the coordination between two systems depending on real-time traffic conditions. The simulator can set a mobile terminal’s position and moving speed flexibly, and can also calculate and analyze the effectiveness of STICS resource (frequency, satellite power) sharing throughout Japan and its surrounding seas under arbitrary communications traffic conditions. In addition, it allows the flexible development of a system using actual disaster traffic conditions.

We evaluated the effectiveness of STICS including the coordinate control function by simulating the changes in communications traffic immediately after the Great East Japan Earthquake occurred, which was said to have increased by a factor of 60 times. The results confirmed that the operation using STICS reduced the number of lost calls by 63% in the condition where the terrestrial calls in the disaster area were transferred to a satellite link while the satellite’s resources were focused on the disaster area, and dynamic control of the occupied satellite’s link rate was applied by monitoring the satellite’s usage rate and the rate with which traffic changed.

In the simulations, we assumed that a maximum number of satellite resources was diverted to the disaster area considering the case at the location where the maximum intensity of the Great East Japan Earthquake was registered. However, there is also the possibility of increased call requests from non-disaster areas to disaster areas, and between non-disaster areas during the time of the disaster. For this reason, it is necessary that traffic coordinate control be employed throughout Japan. We also considered how to treat lines that are occupied lines when the satellite resources are reallocated in the aftermath of a disaster.
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Supporting Disaster Response Activities Using WINDS Satellite Link

Overview

The massive great east Japan earthquake struck off the eastern seaboard of Japan on March 11, 2011, affecting a wide area ranging from the Tohoku to Kanto regions, triggering a giant tsunami, and leaving thousands of victims in its wake. Most communication lines in the affected areas were lost right after the earthquake. Following the earthquake, the National Institute of Information and Communications Technology (NICT) contributed to disaster-response activities using the Wideband InterNetworking engineering test and Demonstration Satellite (WINDS). NICT established a wideband satellite communication link transmitting at about 30 Mbps between Kesennuma city (Miyagi Prefecture) and Otemachi (Tokyo). From March 15-19, Tokyo Fire Department used the link for communication with Emergency Fire Response Teams using the HDTV conference system and IP telephone. After that, NICT also established a satellite link between Higashimatsushima (Miyagi) and Iruma (Saitama Prefecture) and Kashima (Ibaraki Prefecture). The Japan Air Self-Defense Force used this satellite link for HDTV conferencing, IP telephone, and Internet connection. 

This contribution describes a report of the support of disaster-response activities in the area of disaster mitigation using WINDS and mainly focuses on NICT activities in the affected areas.



Wideband InterNetworking engineering test and Demonstration Satellite (WINDS)

The Wideband InterNetworking engineering test and Demonstration Satellite (WINDS) [1] was jointly developed by NICT and Japan Aerospace Exploration Agency (JAXA) for establishing high-speed satellite communications technologies. WINDS was launched on February 23, 2008 and is a geostationary satellite located at 143 degrees of east longitude. It uses the Ka-band (28 GHz uplink / 18 GHz downlink) for communication.

Figure 26 shows a block diagram of the WINDS communication transponder. One of the WINDS major characteristics of the satellite is its onboard switch called ATM Baseband Switch (ABS), which demodulates the signal from antenna, switches the data based on the cell, modulates the signal, and sends the signal to the antenna. The communication mode using ABS is called “regenerative mode”, while the communication mode using a band pass filter (BPF) bypassing the ABS is called “bent-pipe mode”. In the regenerative mode, the uplink data rate is selected from 1.5 Mbps, 6 Mbps, 24 Mbps, 51 Mpbs, or 155 Mbps, with a downlink data rate of 155 Mpbs. In the bent-pipe mode, the communication link can be used up to 1.1 GHz bandwidth, with the communication data rate up to 1.2 Gbps. The other fact is that it uses a combination of Multi¬Beam Antenna (MBA) and Multi-Port Amplifier to configure a wideband, high-power transponder. One MBA covers Japan and Beijing, Seoul, and Shanghai, and the other covers seven southeast Asian cities including Hong Kong, Singapore, and Bangkok.

Another special feature is the Active Phased Array Antenna (APAA) capable of scanning a wide area. This enables wide coverage over the Asia-Pacific region. The APAA has two receiving beams (RX beam) and two transmitting beams (TX beam). The RX/TX beam can be scanned around the globe. Figure 27 shows the service area of WINDS. 
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Figure 26 Block diagram of WINDS transponder
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Figure 27 Service areas of WINDS

There are four types of earth stations for WINDS. The smallest of these stations is called the “Ultra-Small Aperture Terminal” (USAT), which has a 0.45 m diameter antenna and a 10 W high-power amplifier (HPA). When the USAT is used for communication in the area covered by the MBA, 1.5 Mbps or 6 Mbps uplink data rates are available in the regenerative mode. The “High-Data-Rate Very Small Aperture Terminal” (HDR-VSAT) has a 1.2 m class antenna and 150 W class HPA. The “Super high-Data-Rate Very Small Aperture Terminal” (SDR-VSAT) has a 2.4m class antenna and 200 W class HPA. The largest earth station is called the “Large Earth Terminal” (LET), which is equipped with a 5 m class antenna and 200 W class HPA. Using the LET in the area covered by the MBA, the communication data rate is available up to 1.2 Gbps in the bent-pipe mode. 

Table 6 shows the WINDS earth station operated by NICT. The 51M-VSAT can reduce the output of the HDR-VSAT from 250 W to 40 W, but the uplink data rate is limited up to 51 Mbps. The transportable VSAT is another type of 51M-VSAT by replacing the antenna with 1.0 m to realize the disassembly and easy portability. The uplink data rate of the transportable VSAT is also limited up to 51 Mbps. 

Ethernet is used for the user interface of all stations to realize easy connectivity between the equipment such as network cameras, HDTV conference system, and IP phone. 

Table 6 WINDS earth stations

	Style
	Large earth terminal (LET)
	SDR-VSAT
	51M-VSAT
	Transportable VSAT
	HDR-VSAT

	Relay
mode
	Regenerative
	Regenerative
	Regenerative
	Regenerative
	Regenerative

	
	Bent-pipe
	Bent-pipe
	
	
	

	Antenna size
	4.8 m
	2.4 m
	1.2 m
	1.0 m
	1.2 m

	Output power
	250 W
	250 W
	40 W
	40 W
	250 W

	
	40 W
	
	
	
	

	Service area
	APAA
MBA
	APAA
MBA
	MBA
	MBA
	MBA

	Overview
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Survivability application experiments using WINDS

NICT has been studying a so-called survivability application using satellite communication that supports disaster-response activities such as assessment of the situation using the remote-sensing and/or high definition images and establishment of a temporal communication link at the affected area. Figure 28 shows the configuration of the survivability application using WINDS. The satellite links the disaster control center and disaster stricken areas and the satellite link is used for the securing a communication line and collecting local information with high-definition pictures.  

[image: ]
Figure 28 Configuration of survivability application
 
Figure 29 shows the wireless mesh network connecting experiment using WINDS. In the assumed disaster-stricken area, the network is deployed and connected to the VSAT. The user in the disaster stricken area can then communicate with the disaster control center via the wireless network. IP phone, a network camera and radio control car are connected to the wireless mesh network. The radio control car is controlled from the information center. 

In the APEC Ministerial meeting of the Telecommunications and Information Industry held in Okinawa in October 2010, a demonstration experiment using WINDS was carried out. NICT, the Tokyo Fire Department, and the Fire and Disaster Management Agency conducted the experiment to support the Disaster Relief Team with broadband communication using WINDS.  
[image: ]
Figure 29 Configuration of ad hoc network-connecting experiment using WINDS.

The experiment scenario was of an earthquake occurring in Thailand and the Disaster Relief Team was dispatched. WINDS connected the Disaster Relief Team in Thailand with the headquarters in Okinawa, and communicated using an HDTV conference system and transferred the image of the earthquake damage estimation system.

Supporting disaster-response activities

The Great East Japan Earthquake on March 11 was a massive disaster that left over 20,000 people dead or unaccounted for, and caused the destruction of some 110,000 houses and the flooding of an area of 561 square kilometers (equivalent to about 90 percent of the metropolitan Tokyo area). Another consequence of the quake was the fact that up to 14,000 base stations of the three major mobile telephone carriers stopped operating, 1.5 million telephone lines suffered damage, and the sudden jump of communication traffic immediately after the disaster led to communication problems in wide area. 

On such an unprecedented calamity, JAXA and NICT, as the developers and operators of WINDS, decided to immediately interrupt the ongoing experiment schedule and shift operation to a dedicated disaster support mode. In response to a request from the Tokyo Fire Department, on March 15 NICT connected a broadband link between expeditionary team engaging in rescue operation in the Kesennuma area and the headquarters in Tokyo. On March 20, the JAXA team also enabled WINDS, broadband based communications between the Iwate prefectural government office and a branch office in Kamaishi city. Subsequently, NICT established a broadband link between the Matsushima base of the Japan Air Self-Defense Force acting as a dispatch center for relief operations and Iruma base in the Tokyo area, and also enabled Internet access from the Matsushima base (see Figure 30).

The earth stations used for WINDS are equipped with Gigabit Ethernet as the external interface. This allows devices with an Internet connection to easily communicate with remote locations via a satellite link. Therefore, conventional terminals such as IP telephones, high definition video conferencing setups, high-resolution Web cameras, file transfer servers, etc. could be used in the affected area. High-resolution images and map data could be transferred, directly into display at remote site, making it easier to provide information. High-speed file transfer played a major role in enabling information sharing between the Matsushima and Iruma bases of the Air Self-Defense Force.





Figure 30 Satellite links between Kesennuma and Otemachi, and between Higashi-matsushima and Iruma

Conclusion

In emergency situations, such as during a major disaster, a satellite-based broadband link immediately can provide a high-quality alternative means of communication. Using broadband satellite communication in a disaster area has proven to be highly beneficial. The massive earthquake on March 11, 2011 brought huge damage, including that to the ground network. Satellite communication was demonstrated as important in such a situation. NICT carried out support for the disaster-response activities using its WINDS broadband link. An HDTV conference system, IP phone, file transfer system, Internet connection and other facilities were then prepared. Disaster and crisis-management groups used the WINDS link to exchange information between the disaster stricken area and headquarters.
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Satellite Network for Emergency Backhaul Communications

Base on the study of the damage and influence of terrestrial communications facilities caused by disasters, Chinese Telecommunication operators propose to construct emergency communications network which is consist of geostationary satellite used for emergency backhaul communications and a number of super BTSs used in emergency cases to access to the geostationary satellite capacity. The prominent feature of this network is the "fiber + satellite" transmission mode with double communications insurance. 

The super BTSs provide terrestrial mobile communication service by fiber in normal mode and it can be automatically switched to the backup mode to provide emergency backhaul communications by satellite link in emergency situation, such as in the event of natural disaster. When the super BTSs work in the backup mode, it could access to the C band and/or the Ku band satellite capacity of the fixed-satellite service.

Characteristics of the Super BTSs

Through strict site selection, super BTSs will be built in safe and reliable site and can cover key region, it will be located in good nature and electromagnetic environment. 

In addition, the super BTSs need to satisfy civil engineering standards, to reinforce antennas, to configure self-starting fuel machine and large-capacity battery, which are able to resist more than 9 magnitude earthquake and 12 level typhoons, and work continuously for more than 110 hours to meet emergency communications demand.

Automatic switching Capability

In usual, the super BTSs are similar to common BTSs, all of them transmit through fiber, but in the case of terrestrial communication link interruption, super BTSs can automatically switch to satellite communications link for backhaul transmissions, and establish satellite communications network immediately.

By improvement in technology, the system can remotely control super BTSs to increase transmit power to expand communication coverage, to increase the number of carrier frequency to support more users accessing in the meantime.

By setting up the priority of calling access, the emergency communications network would ensure that all rescuer-relevant personnel could access in its appropriate priority.

Conclusion

At present, more than 1,500 super BTSs have been built to constitute the systematic part of an emergency communications network in China, which covers most areas of the whole country. Together with the satellite backhaul transmissions capacity, this kind of emergency communications network could provide effective communications solutions for disaster rescuers and officers in emergency, it would play an important role in fighting against natural disaster in the future. 

Current Status of Trial PPDR Experiment via COMS System in Republic of Korea

Introduction

The ETRI (Electronics and Telecommunications Research Institute) and NEMA (National Emergency Management Agency) have deployed the VSAT system in two sites to verify the technical feasibility of using a Ka-band satellite for PPDR. This is the first experiment using the Ka-band satellite system in the Republic of Korea. The following sections provide the status of trial experiment using COMS (Communication, Ocean and Meteorogical Satellite) for PPDR(Public Protection and Disaster Relief)  application.

Overview of COMS

The COMS was launched on 26th June 2010 and arrived successfully to operational geo-stationary orbit 128.2oE. The COMS consists of communication, ocean and meteorological payloads as a hybrid satellite. The major missions of COMS are the weather monitoring, ocean monitoring, and broadband satellite communication. The main features of COMS are summarized in Table 7 and as shown in Figure 31, the service coverage of COMS is Korean Peninsula.

Table 7 Feature of COMS
	Parameters
	Features

	Service area
	Korean Peninsula

	Frequency band
	Downlink : 19.8~20.2GHz
Uplink : 29.6~30GHz

	Orbit and position
	Geostationary at 128.2oE

	Service life
	7 years
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Figure 31 Service coverage of COMS


Trial test for PPDR application

Satellite communication network can be one of the best ways in any emergency situation. Communications and broadcast transmissions via satellites are easy-to-use solutions when terrestrial infrastructure are damaged or destroyed.

In 2011, ETRI set up the public test-bed for demonstration and provide the VSAT terminal to NEMA and KMA(Korea meteorological Agency). At the end of 2011, NEMA installed the VSAT terminal for transmitting the image and using for emergency communication network in Suwon and Namyangju. Figure 32 shows the configuration of trial experiment and Table 7 shows the specification of public test-bed. Based on these parameters, the link availability of public test-bed can provide at least 99.93 % in year during the service periods. However, in order to provide broadband services, the transmission rate of return link is set to 2Msps. In this case, the link availability is 99.9% and the rainfall rate is 19.7mm/hr.

[image: ]
Figure 32 Configuration of emergency communication


Table 7 Specification of test-bed
	Parameters
	Features

	Forward link
	DVB-S/S2 Tx/Rx function
· Modulation : QPSK
· FEC : RS/CC(DVB-S), LDPC(DVB-S2)
· Transmission rate : 20Msps

	Return link
	DVB-RCS Tx function
· Modulation : QPSK
· FEC : Turbo
· Transmission rate : 0.5M/1M/2M/4Msps
· TRF type : 1, 2, 4 ATM/MPEG



Figure 33 shows the 1.2m VSAT terminal. The service applications of this trial test are as follows. 

· Image transmission
· Web access
· VoIP
· Wi-Fi & TRS backhaul

Through this experiment, NEMA wants to confirm the technical feasibility of using a Ka-band satellite, COMS,  because of heavy rain fading .

[image: ]    [image: ]
a) 1.2m VSAT antenna                            b) STB and image transmission equipment
Figure 33 VSAT terminal in Suwon

Experimental results of trial test for PPDR application

In August 30, 2012, the typhoon Tembin striked the Korean Peninsula. At that time, the precipitation of Daejeon and Suwon was 115 milimeters per day and 47 milimeters per day, respectively. Figure 4 shows the VSAT terminal’s status in Daejeon and Suwon. As shown in Figure 34, the VSAT terminal in Daejeon got more serious impact because a VSAT hub and a terminal are located in ETRI. In order to review the impact of rain fading, the terminal’s SNR status is compared to rain rate which is measured by RAMS(Rain Attenuation Measurement System) in ETRI. Figure 35 shows the comparison result between terminal’s SNR and rain rate. As shown in Figure 35, the terminal was not available in case rain rate is over 20[mm/hr]. This result matches with that of link budget.
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a) VSAT terminal in Suwon
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b) VSAT terminal in Daejeon(ETRI)

Figure 34 Measured data at the VSAT terminal during typhoon Tembin
[image: ]
Figure 35 Comparison between measured SNR and rain rate during typhoon Tembin

Other possible PPDR application using COMS	

It is noted that HDTV transmission using SNG (Satellite News Gathering) can play an important role in disaster recovery and monitoring for PPDR. In order to provide HDTV transmission in Ka band, it is required to consider propagation condition. The rain attenuation in Ka band is larger than that in Ku band. This propagation attenuation may place a heavy restriction on the service availability. This Report introduces the HDTV transmission using mitigation techniques, the simulcast and SVC (Scalable Video Coding) technology, for PPDR application in Ka band. 

Hierarchical transmission based on scalable video coding technology

Figure 36 shows the architecture of hierarchical satellite HD broadcasting service based on SVC technology. Scalable encoded video data are transmitted by different MODCOD (Modulation and Coding). For example, Low quality data is modulated by QPSK and high quality data is processed by 8PSK. Consequently, the link availability can be improved. This quality-selective service can be achieved by layering at both media source level and transmission level. The advantage of this scheme is higher efficient usage of frequency band than simulcast technology. But this technology is not compatible with existing receiver.

[image: ]
Figure 36 Hierarchical broadcasting based on SVC technology

Hierarchical transmission based on simulcast technology
Figure 37 shows the architecture of hierarchical satellite HD/SD broadcasting service based on simulcast technology. The simulcast scheme transmits the same content in two different formats, e.g. SD and HD. The SD signal is transmitted at a low data-rate by using a robust modulation/channel coding scheme with a low C/N requirement. On the other hand, the HD signal is transmitted by using a higher efficiency modulation scheme with a higher C/N requirement. The receiver chooses the appropriate data stream depending on the actual receiving C/N condition. Therefore, a simulcast scheme can be used to realize a stepwise degradation in the digital system that degrades the picture quality gradually in accordance with the channel condition. However, this scheme is not efficiently using the available satellite channel capacity because the SD and HD signals are transmitted together. The simulcast technology requires more data rate about 20% compared to SVC technology. The advantage of simulcast is backward compatibility. In other words, the existing receiver can receive these signals. 

[image: ]
Figure 37 Hierarchical broadcasting based on simulcast technology

Conclusion

This Report provides to give information on studying the role of satellite applications in the Asia-Pacific Region. Disaster prevention and recovery services will be able to provide the backup capability of the ground administrative network the urgent disaster network construction. Based on the result of the trial test, Ka Band satellite can play an important role with high degree of availability in the area of disaster mitigation and relief.

Future Work

Disaster mitigation and relief systems are essential to despatch humanitarian aid to the natural disaster stricken countries in a prompt and efficient manner. To further develop this document, APT members are encouraged to submit contributions on case studies or solutions on satellite and terrestrial interoperability for disaster mitigation to the future AWG meetings for consideration. 
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